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ABSTRACT

We consider the problem of extracting clean images from
noisy mixtures of images degraded by blur operators. This
special case of source separation arises, for instance, when
analyzing document images showing bleed-through or show-
through. We propose to jointly perform demixing and de-
blurring by augmenting blind source separation with a step
of image restoration. Within the ICA approach, i.e. assum-
ing the statistical independence of the sources, we adopt a
Bayesian formulation were the priors on the ideal images
are given in the form of MRF, and a MAP estimation is em-
ployed for the joint recovery of the mixing matrix and the
images. We show that taking into account for the blur model
and for a proper image model improves the separation pro-
cess and makes it more robust against noise. Preliminary re-
sults on synthetic examples of documents exhibiting bleed-
through are provided, considering edge-preserving priors
that are suitable to describe text images.

1. INTRODUCTION

This paper deals with the blind separation and reconstruc-
tion of images from linear mixtures of degraded versions
of the sources. A potential application is the recovery of
legible recto and verso text patterns from documents show-
ing bleed-through or show-through. In many ancient docu-
ments, bleed-through is caused by seeping of ink from the
reverse side, while show-through can appear in the scan of
modern documents when the paper is not opaque. So far,
this problem has been dealt from the point of view of remov-
ing these effects for obtaining a clean foreground text [7][9],
and in most methods a preliminary registration of the front
and back pages of the document is required. Specific situa-
tions in which the interfering texts can be of interests them-
selves, as where the scan of the verso page is not available,
have not been considered. Instead, we adopt the novel ap-
proach to formulate the problem as one of separating over-
lapped independent patterns, and propose to exploit blind

source separation techniques [1][5]. In this approach, the
overlapping texts and the support are the unknown sources
to be recovered, and multispectral views of the document
(e.g. the red, green and blue channels) can be considered as
the observed data set, constituted of different mixtures with
unknown coefficients of the source patterns.

In [11] we showed that, even assuming pure linear mix-
tures, under suitable conditions (e.g. independent patterns
and noiseless images) the problem can be efficiently solved
through Independent Component Analysis (ICA) techniques.
We employed the FastICA algorithm [4], which is a fully
blind and extremely fast procedure, to separate underwrit-
ings and overwritings in real ancient documents and in pal-
impsests. Nevertheless, the physical model underlying bleed-
through or show-through is very complicated, since it is ac-
tually nonlinear with some unknown parameters [7]. For
instance, the bleed-through pattern is very frequently de-
graded by strong blur, due to the ink diffusion or light spread-
ing through the support. A step towards a mathematical
model which is more adhering to the physics of the prob-
lem is to augment the linear mixture with a blur model for
the individual patterns, and take into account for additive
noise in the document scan. In these conditions, pure ICA
algorithms do not perform satisfactorily for separation and,
obviously, cannot deal with blur in the sources.

In [10] we proposed a Bayesian approach to blind source
separation, employing Markov Random Field (MRF) mod-
els to describe the image local autocorrelation structure, and
showed that this approach is robust against noise in the data.
From the wide literature, it is also known that Bayesian ap-
proaches and MRF image models can satisfactorily solve
the image restoration problem as well. In this paper, we
thus propose to integrate demixing and deblurring, by aug-
menting Bayesian, MRF-based blind source separation with
a step of image restoration. Assuming the knowledge of
the blur operators, we adopt edge-preserving priors suit-
able to describe text images, and employ MAP estimation
for the joint recovery of the mixing matrix and the images.
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We show that taking into account for the blur model and
adopting proper MRF image models improves the separa-
tion process. Furthermore, this formulation is suitable to be
extended to the joint estimation of the blur operator [3] as
well.

2. BAYESIAN FORMULATION OF JOINT
DEMIXING AND DEBLURRING

According to the BSS and the image degradation formalism,
the data generation model we consider is given by:

xi(t) =

N
∑

j=1

Aij(Hjs
T
j )(t) + ni(t), t = 1, 2, . . . , T

i = 1, 2, . . . , N (1)

where xi, si and ni are the i-th measured, source and noise
signals, respectively, in row vector form. The same num-
ber N of measurements and unknown sources has been as-
sumed so that A, the unknown mixing matrix, is N × N .
Quantity His

T
i is the degraded version of source si, where

the blur matrix Hi, assumed known, performs convolution
between a source image and a blur mask as a matrix-vector
product. Thus, the data images are noisy linear instanta-
neous mixtures of the blurred sources. We adopt the nota-
tion where x(t) is the column vector of the N measurements
at pixel t, while x is the N × T matrix of all the measure-
ments. (This notation extends also to the other variables. In
particular, Hs indicates the N × T matrix of the degraded
sources). Considering a white and Gaussian noise with zero
mean, the logarithm of the likelihood P (x|s, A) is given by:

−
1

2

∑

t

(

AHs(t) − x(t)
)T

Σ−1
t

(

AHs(t) − x(t)
)

(2)

where Σ is the covariance matrix of the noise, assumed,
in general, to be location-dependent. In a fully Bayesian
approach, both A and s are assumed as independent un-
knowns, and are assigned with prior distributions P (A) and
P (s), respectively. Then, A and s can be simultaneously es-
timated by maximizing the posterior distribution P (s, A|x).
Hence, our problem can be stated as the following MAP es-
timation problem:

(ŝ, Â) = arg max
s,A

P (s, A, |x) =

= arg max
s,A

P (x|s, A)P (s)P (A) (3)

In the ICA approach A is assumed to have a uniform prior
and the sources are assumed only to be mutually indepen-
dent, that is P (s) is given in the form of a product of the
marginals Pi(si). In this paper, we assume specific Gibbs
distributions, i.e. Markov Random Field models, for the
marginals, in such a way to describe regularity properties,

under the form of local spatial correlation (smoothness), for
the individual sources.

A popular strategy to reduce to very complex joint MAP
estimations consists in iteratively alternating steps of esti-
mation with respect to the different sets of variables. In our
case, this results in steps of estimation of A and s, respec-
tively:

A(k) = arg max
A

P (x|s(k−1), A)P (A) (4)

s
(k) = arg max

s

P (x|s, A(k))P (s) (5)

For general forms of the prior adopted for A, problem of
eq. 4 can be non-concave, and algorithms for non-convex
optimization must be adopted, such as simulated annealing
(SA). In this case, however, owing to the small number of
variables, even SA is reasonably cheap. Moreover, SA can
be suitable when P (A) enforces constraints on A that can-
not be expressed in analytical form (e.g. bounds on the ad-
missible values). The algorithm for solving problem of eq. 5
mainly depends on the form adopted for the Pi(si). How-
ever, when appropriate, the various Pi(si) can be chosen in
such a way to ensure the concavity of the function to be op-
timized, so that gradient ascent can be used. Otherwise, still
relatively cheap algorithms for non-convex optimization can
be used, such as Graduated Non-Convexity (GNC) [2].

3. THE MRF IMAGE MODEL

MRF models are very popular especially in connection to
inverse problems of image processing, such as restoration,
denoising, segmentation, optical flow estimation, etc. Through
MRF models, it is indeed possible to describe local proper-
ties of the images, such as edges, in order to make space-
variant the regularizing smoothness constraint. Furthermore,
the local nature of these models allows us to devise dis-
tributed and parallel algorithms. Let us consider then the
distribution of the i − th source si(t) in our problem. Ac-
cording to the MRF formalism, it must have the following
Gibbs form:

Pi(si) =
1

Zi

exp {−Ui(si)} (6)

where Zi is the normalizing constant and Ui(si) is the prior
energy in the form of a sum of potential functions over the
set of cliques of interacting locations. The number of dif-
ferent cliques and their shape are related to the order of the
neighborhood system adopted for the MRF, i.e. to the ex-
tent of correlation among the pixels, while the functional
form of the potentials determines the correlation strength.
At present, we limit our choice to the set of cliques consti-
tuted of two adjacent pixels t and r, in the 2D grid of the
image. We then define Ui(si) as:

Ui(si) = λi

∑

t

∑

r∈St

gi (si(t) − si(r)) (7)
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where λi is the positive regularization parameter, St is the
first order neighborhood for location t, and gi is a stabilizer
function that describes the regularity in the i − th source,
by penalizing high gradient values. This regularity is an
essential, physically plausible, constraint to prevent insta-
bility of the reconstructions when the data are noisy. Nev-
ertheless, the source signals can present some steep fronts
(e.g. the character boundaries) which must be preserved.
We thus refer to stabilizers for edge-preserving image re-
covery [6], which have been proved to be very efficient in
deblurring techniques. A stabilizer is edge-preserving when
it increases slower than quadratically. Among those pos-
sessing this property, we considered the convex one sug-
gested by Shulman and Herve [8]:

g(z) =







z2 if |z| ≤ δ

2δ|z| − δ2 if |z| > δ

(8)

where parameter δ is the threshold for the intensity gradi-
ent above which the stabilizer becomes linear and therefore
adaptive to discontinuities.

In our study, we referred to the most general assessment
of BSS problems, i.e. no prior information is assumed for
the mixing matrix, so that P (A) is the uniform distribu-
tion. This, together with the choice of convex source mod-
els, and the assumption of white and Gaussian noise, makes
the posterior distribution concave in both variables, so that
the alternating maximization scheme of eqs. (4)- (5) can be
implemented without stochastic relaxation. In particular, a
gradient ascent can be used to solve eq. (5), while eq. (4)
results in the following analytic updating formula for A:

A = xHs
T

[

HsHs
T
]−1

(9)

It is worth noting that this alternating maximization proce-
dure is suitable to be augmented with steps of estimation of
the MRF model parameters and of the blur operators.

4. SIMULATION RESULTS

The performance of the method described in this paper was
tested on synthetic images that simulate multispectral views
of documents exhibiting the bleed-through or show-through
effect. A first experiment was however aimed at showing
the ability of the method in simultaneously separating and
restoring generic images, even in presence of significant
blur and noise. We thus considered two simple 64 × 64
piecewise constant images, both degraded with a uniform
3 × 3 blur mask, mixed with the following, randomly gen-
erated, mixing matrix:

A =

[

0.7035 0.2985
0.3107 0.4096

]

(a) (b)

(c) (d)

(e) (f)

Fig. 1. Synthetic piecewise constant images: (a) first mix-
ture; (b) second mixture; (c) first demixed deblurred image;
(d) second demixed deblurred image; (e) first FastICA out-
put; (f) second FastICA output.

and then added with a space-invariant white Gaussian noise
(SNR=26 dB). Employing the stabilizer of eq. 8 with pa-
rameters λ = 1 and δ = 2 for both images, we obtained the
results shown in Figure 1, that includes the FastICA out-
puts for comparison. The better performance of our method
in separating is apparent, and in fact the estimated mixing
matrices (after column rescaling) were respectively:

ÂMRF =

[

0.7035 0.2985
0.3186 0.3968

]

ÂFI =

[

0.7035 0.2985
−0.4135 0.2731

]

for our method and for FastICA, respectively. With several
randomly selected mixing matrices and several noise real-
izations, we always obtained similar results.

For the experiments with synthetic images that simulate
documents with bleed-through or show-through, we consid-
ered the overlapping of two blurred texts, and therefore used
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(a) (b)

(c) (d)

Fig. 2. Synthetic images simulating overlapped blurred
texts: (a) first mixture; (b) second mixture; (c) first demixed
deblurred image; (d) second demixed deblurred image.

two views as data set. Since the two ideal text patterns have
similar characteristics, we assumed the same stabilizer of
eq. 8 for each of them, but adopted different parameters,
to account for the different amount of degradation. Indeed,
the first image, ideally corresponding to the foreground text,
was blurred with the following h1 blur mask, while the sec-
ond one, corresponding to the bleed-through pattern, was
blurred with the heavier h2 mask:

h1 =





0 1 0
1 10 1
0 1 0



 h2 =





0 1 0
1 3 1
0 1 0





Figure 2 shows the results obtained in this synthetic but
realistic case, using λ = 0.3 and δ = 2.1 for the first image
and λ = 0.3 and δ = 1.9 for the second image, respectively,
when the noise in the data is of 26dB. Experiments on real
documents are in progress.

5. CONCLUSIONS

We proposed a Bayesian formulation of ICA techniques for
the joint blind source separation and restoration of noisy
mixtures of degraded images. Assuming statistical inde-
pendence of the sources, we considered MRF image mod-
els to describe local spatial autocorrelation. In particular,
we proposed convex edge-preserving models, and an al-
ternating maximization scheme for the joint MAP estima-

tion of the mixing and the sources, which employs gradi-
ent ascent algorithms. We presented preliminary results of
the application of this technique to the separation of over-
lapped texts in documents showing bleed-through or show-
through. Our method involves a linear data model, where
each color channel of the input image is a mixture of all
the patterns to be extracted, but we introduced a blur model
to account for the typical degradation of the bleed-through
pattern, and for the optical blur and noise due to the scan-
ning process or to smearing and diffusion of the ink. The
possibility of separating and restoring interfering patterns
in documents is crucial for improving readability, both by a
human reader and by an OCR system. Another possible ap-
plication is the enhancement of traces of erased texts, as in
ancient palimpsests. Current research is towards automatic
selection of the regularization parameters, treatment of non-
stationary noise, typical of real ancient documents, and joint
estimation of the blur operators.
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