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ABSTRACT

In this paper we describe The MediaSquare, a 3D Multime-
dia Environment we are currently developing, where users
are impersonated as avatars enabling them to browse and
experience multimedia content by literally walking through
it. Users may engage in conversations with others, exchange
experiences as well as collaboratively explore and enjoy the
featured content. The combination of algorithms from the
area of artificial intelligence with state-of-the-art 3D virtual
environments creates an intuitive interface that provides ac-
cess to automatically structured multimedia data taking ad-
vantage of spatial metaphors.

Categories and Subject Descriptors

H.5.2 [Information Interfaces and Presentation|: User
Interfaces; H.4.3 [Information Systems|: Communications
Applications; 1.2.6 [Artificial Intelligence|: Learning

General Terms
Human Factors, Design

Keywords
3D collaborative environments, self-organizing map, multi-
media, game engine

1. INTRODUCTION

Millions of users interact, collaborate, socialize and form re-
lationships with each other through avatars in online envi-
ronments such as Massively Multi-User Online Role-Playing
Games (MMORPGS) [1, 5, 6]. While the predominant moti-
vation to participate in MMORPGs is still “playing”, an in-
creasing number of users spend a significant amount of time
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in 3D virtual worlds without necessarily following a prede-
fined quest. Generating and publishing content in 3D vir-
tual spaces is an emerging trend on the Internet with Second
Life! being the most prominent representative at the time
of writing. On the one hand, such 3D virtual worlds address
the aspect of social interaction by providing instruments to
interact and to exchange experiences with other users that
go beyond the possibilities of conventional text-based chat
rooms. Especially one’s inherent presence in space and the
awareness of others facilitates the initiation of social con-
tacts. On the other hand, using 3D virtual worlds has the
advantage of communicating via commonly accepted spatial
metaphors [2]. Similarity of objects can be expressed by
spatial relations, i.e. the more similar two objects are, the
closer they are placed together. Furthermore, users can in-
terpret each other’s interests by how close they are to one
another and the objects in space. Having a common point
of reference and orientation within the virtual space as well
as being aware that other users can see their actions and ob-
jects in the same way, are important features regarding com-
munication between users about particular locations. Con-
sequently, users are supported in building a mental model of
the information space, to understand its characteristics and
to grasp which information is present and how the respective
items relate to each other.

The MediaSquare, a 3D multimedia environment, takes ad-
vantage of these spatial metaphors and allows users to ex-
plore multimedia information that is automatically struc-
tured and organized within space (see Figure 1). The in-
formation is either organized based on the actual content
or by transforming predefined structures into a room struc-
ture. Currently, The MediaSquare implements the following
scenarios. The first scenario is a 3D Music Showroom that
enables users to browse and listen to songs within the collab-
orative virtual environment. To this end, acoustic character-
istics are extracted from music tracks by applying methods
from digital signal processing and psycho-acoustics. The fea-
tures describe the stylistic content of the music, e.g. beat,
presence of voice, timbre, etc. and act as features for the
training of a self-organizing map (SOM) to arrange similar
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Figure 1: The MediaSquare.

music tracks in spatially adjacent regions. More specifically,
the self-organizing map is an an unsupervised neural net-
work model that provides a topology-preserving mapping
from a high-dimensional input space onto a two-dimensional
output space [3].

In a second scenario, a 3D scientific library has been im-
plemented. This library enables users to explore scientific
documents such as posters or papers in this immersive 3D
environment. In this case, a directory structure is used to
create a room structure in which the content is presented. In
its final version it is envisioned to integrate a 3D Video and
Image Showroom whose content is automatically arranged
in analogy to the Music Showroom.

In a nutshell, The MediaSquare presents an impressive show-
case for combining state-of-the-art multimedia feature ex-
traction approaches and unsupervised neural networks as-
sembled an immersive 3D multimedia content presentation
environment. This allows geographically separated individ-
uals to immerse into a collaborative virtual environment,
interact with each other and collectively experience the fea-
tured content.

2. THE SYSTEM ARCHITECTURE

The MediaSquare is a three-dimensional virtual environment
that allows multiple users to explore large multimedia repos-
itories such as music or text collections as well as video or
image galleries. The system architecture is depicted in Fig-
ure 2. It is based on the Torque Game Engine?, whereof
the server is the core of the system. The server, running in
dedicated mode, is responsible for the creation of the vir-
tual world, the coordination of the avatars’ positions as well
as the media and communication handling. In Torque, vir-
tual environments are described in terms of mission files,
which define the terrain, sky textures, buildings, interiors,
water areas, etc. Torque clients connect to the server and
are responsible for the user interface, graphics rendering and
sound playback. On connecting, it checks for the most recent
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Figure 2: System architecture.

version of the environment and automatically downloads up-
dates files, if necessary.

In order to populate the environment with data, the sys-
tem offers two modes. The first mode allows automatic
content-based organization of data using a self-organizing
map. Prior to integrating the mappings generated by a
SOM, it is necessary to define designated areas, i.e. marker
areas, in the virtual world that specify the positions of the
media data. This is done with the built-in game editor of
the Torque Game Engine. The marker areas are rectangles
that are invisible during runtime. These contain properties
that specify which SOM, or specific parts thereof, are se-
lected for a particular area in the environment. So, several
SOMs can be represented simultaneously and each map can
be split into multiple parts. For example, this can be used
to distribute them across several rooms of a building.

A further property defines the type of interiors that are
placed in the area. Template files, created with the Torque
editor, contain sets of objects that are grouped together. An
interior set represents one unit of the SOM in the virtual
environment. A Java-based wrapper application translates
the SOM files into a configuration file, imports the maps,
reads the marker areas and the template files for the virtual
environment. Then the wrapper creates an object file con-
taining information about interiors, media objects and their
respective positioning.



The second mode is based on a predefined directory tree
which is mapped onto a corresponding room structure. So,
arbitrary data can be integrated into the environment. The
top-level elements in the hierarchy are folders that struc-
turally group related data. Every folder contains a file that
provides metadata such as title, author, date and the num-
ber of group elements. It also contains an image that is used
as a texture for labeling the objects in the virtual world. The
actual data are stored in sub-folders. Consider, for exam-
ple, a slide show consisting of a number of slides. In this
case, the slides are stored as separate images to be used as
textures on a presentation screen.

On startup, the server reads the configuration file and loads
a mission file. Additional objects, i.e. the interior sets and
audio sources as specified by self-organizing maps, are added
via scripting. Moreover, the server scans the directory struc-
ture and maps the data onto the corresponding visual rep-
resentation. Then, the virtual environment is created and
may be distributed to the clients. When a client connects
to the server, an avatar model and the user name must be
chosen in order to get access to The MediaSquare. With
their avatars, users can explore the world and communicate
with each other.

3. THE MEDIASQUARE
3.1 The 3D Music Showroom

The music library used in The MediaSquare is the collection
from Magnatune®, which is distributed under the creative
commons license for non-commercial use. It contains about
1,500 MP3 files and is subdivided into the genres classical,
electronic, jazz, blues, rock, pop, metal, punk and world
music.

In this particular scenario, the wrapper application inspects
the mission file for area markers, loads the corresponding
SOMs into the internal object structure and reads the tem-
plate files for the interior. For every unit of the SOM a
location for an audio source and its respective interior is de-
termined. An interior template set for the music showroom
consists of a table, chairs, a playlist and a speaker. The
texture of the playlist object is created dynamically from
the song metadata, which is extracted from the ID3 tags of
the music files. Finally, the information about the objects is
written to the objects file including the name, position, type
(interior, playlist, audio emitter object), rotation (according
to the rotation of the marker-area), 3D shape file, the URI
of the audio stream and the texture for playlists. For audio
streaming, the program creates playlist files for every rep-
resented SOM unit and a configuration file for the Icecast®
streaming server. It broadcasts audio like a radio station,
thus, it is ensured that all users are listening to the same
music when at the same location. Depending on the user’s
position relative to the audio sources, one ore more spatial-
ized audio streams are audible. When the user’s avatar is
close to an audio source a head-up display shows the cur-
rently playing track as well as the corresponding playlist
(see Figure 3). On clicking the left mouse button the audio
stream of the respective source skips to the next track and
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Figure 4: Directory structure mapping.

all users close to this particular audio source will notice the
change.

3.2 The Scientific Library

The second scenario implements a 3D scientific library. This
library enables users to explore scientific documents such as
presentations, posters or papers in this immersive 3D en-
vironment. The MediaSquare prototype provides access to
the scientific results of the MUSCLE Network of Excellence.
In this case, a directory structure is used to create a room
structure in which the content is presented. The presenta-
tions are grouped according to different scientific meetings
and each directory contains several presentations that have
been given there. The metadata file associated with a meet-
ing describes the location and the date it was held. In case
of a presentation the metadata file contains the title and the
author names.

The 3D virtual world contains several buildings whereof each
represents a particular meeting as shown in Figure 4. These
buildings feature display screens that are used for visualiza-
tion of the data. Labels describing the meetings’ locations
and dates are placed at the corresponding entrances. Each
building features presentation screens that are attached to
the walls. Labels containing the metadata are attached on
the exact opposite. The textures of the screens change in
predefined time intervals.



4. CONCLUSIONS

In this paper, we have presented the current state of our
3D multimedia environment, which allows multiple users to
collectively explore multimedia data and interact with each
other. The data is automatically organized within the 3D
virtual world either based on content similarity, or by map-
ping a given structure (e.g. a branch of a file system hierar-
chy) into a room structure. With this system it is possible
to take advantage of the features of spatial metaphors such
as relations between items in space, proximity and action,
common reference and orientation, as well as reciprocity.

Future work includes improved user interface capabilities, a
tighter integration of the single components of the system
as well as the integration of additional feature extraction
modules for other file types. An extension of the SOM over-
coming the limitation of a rectangular map structure is the
Mnemonic SOM [4], which will be used in the future. In
this model, the map nodes are assigned according to stan-
dard size parameters such as rows and columns of nodes,
or approximate number of nodes, with the required map
nodes being projected onto an arbitrary map shape. Orig-
inally intended to better explain a trained SOM by using
recognizable map shapes (e.g. outline of a country). The
advantage of this model for our approach is to better fit the
information space spanned by the SOM into more complex,
non-rectangular room structures on the virtual world.
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