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ABSTRACT
We propose a system which permits to describe and struc-
ture audiovisual documents without training, nor corpus
knowledge, and to visualize with an interface the princi-
pal interventions. It posts the most signi�cant person list
of the processed documents (news, TV games, variety pro-
grams, �lm, etc.). A person will be considered as signi�cant
if she/he speaks or appears on the screen during a minimum
time lapse. This list is then presented with representative
labels of the character (face or/and sound extract for ex-
ample). Thanks to this person list, it is possible to listen
and/or to view all interventions of each character by clicking
on the representation of the selected one. The system, devel-
opped in the framework of the Network of Excellence (NoE)
MUSCLE, is based on a face detection tool and speaker and
costume segmentation tools. The interface allows to visual-
ize (and/or to listen) the only segments where the character
of interest appears, without a priori knowledge. We also
have the statistics over the speaking time and appearance
time of each character.

1. INTRODUCTION
By analogy with textual documents which can be easier to
handle (storage, data mining, accessibility, etc), multi-media
document processing is only at its beginning. For example,
�nding a video which contains the �rst steps of Armstrong
on the Moon (without prior information) is rather critical.
It requires �nding semantics from the video and/or the au-
dio and to use them jointly. Many works were carried out on
the audiovisual content characterization, and particularly on
person detection. The majority of these studies are mono-
media and allow the detection of a person either by his vi-
sual appearance in a frame (like a face) or by his voice. On
the one hand, the image study is based on visual features,
like face detection: many applications are described in [15].
On the other hand, the audio analysis is based on homo-
geneous segments, which follow a speaker segmentation via
the Bayesian Information Criterion (BIC) for example [2].
Sometimes, the objective is to improve exclusively audio-

based systems with video (like Automatic Speech Recogni-
tion (ASR) [13]) or sometimes, it is the opposite [8]. More
recent works start video content analysis by integrating both
acoustics and visual features, which are the two inseparable
parts of a video. Thus, an adaptive speaker identi�cation
system that employs audiovisual cues which is based on a
probabilistic framework is proposed in [10]. In [16], a rather
similar approach based on con�dence values is presented.
In [9], a person identi�cation system, which is able to iden-
tify characters in TV shows, is constructed based on two
di�erent strategies. In the �rst strategy, speaker identi�ca-
tion is used to verify the face recognition result. The second
strategy consists of using face recognition and tracking to
supplement speaker identi�cation results. The goal of these
applications is to �nd, starting from voice and face models,
in which sequences a given person appears, each face being
associated with a voice. However, in some applications, this
audio/video association is not available. For example, in our
case, we do not have any prior model: models are computed
on the �y, when the persons appear. That is why, in this
paper, we present a framework for audio/video association
in order to compute automatically these association models.

Our goal was not to improve descriptor or segmentation
method qualities. We �rst combine the audio and video
indexes in order to make the information brought by each of
them more robust (this fusion step permits to reduce audio
and/or video oversegmentations in order to make the best
association between voices and appearing persons). Then,
we implement an interface which allows to visualize and to
listen the principal interventions of the signi�cant persons.

First, we describe in section 2 our three segmentation sys-
tems (visage detection, costume detection and speaker seg-
mentation) and we present the voice/image association al-
gorithm. Then, in section 3 we make a description of the
interface.

2. AUDIO/VIDEO SEGMENTATIONS AND
ASSOCIATION

In this section, we present our three segmentation systems:
speaker segmentation in audio, and face and costume detec-
tions in video. Each segmentation provides an index (audio
or video) in the form of a list of 3-tuples, each 3-tuples being
composed of < begin_segment, end_segment, label >.

We propose also a method that permits to associate the
voice to the face/costume.



2.1 Speaker segmentation
We give here an overview of the method which is based,
�rst, on a segmentation that consists in partitioning the au-
dio stream into segments where each speech segment must
be as long as possible and must contain ideally the speech of
only one speaker. This segmentation is followed by a cluster-
ing step that consists in giving the same label to segments
uttered by the same speaker. Ideally, each cluster corre-
sponds to only one speaker and vice versa. This method,
without any a priori knowledge, is more described in [5].

2.1.1 Segmentation
We use a new approach for speaker segmentation using a
combination of Generalized Likelihood Ratio (GLR) [14] and
the Bayesian Information Criterion (BIC) [2]. This method
searches for points of acoustic changes and processes without
preliminary speech detection. It follows four main steps: a
splitting step, a most probable point detection step, a pre-
adjustment step and a de�nitive change detection step.

Splitting step consists in splitting arbitrarily the audio stream
into windows of two seconds and then, detecting the most
probable point of change in every window.

In themost probable point detection step, the resulting points
of change P1 . . . Pm, separate mono-Gaussian models exist-
ing in every window. However, those models are not very
representative because they are a�ected by a window with
a �xed size and �xed boundaries. So, we repeat the �rst
step using windows that are chosen as following: to detect a
change point Pi, we use the window [Pi−1, Pi+1]. Thus, the
new models will be quite close to Gaussian distributions.

Re-Adjustment step consists in repeating the second step
several times until the repartition of change points is stabi-
lized. At the end of this step, the points detected are the
points of change in their local area.

At the de�nitive change detection step, BIC criterion is ap-
plied to select, from previous detected points, points that
are e�ectively points of acoustic changes.

2.1.2 Clustering
Our clustering method is based on the work of Tsai [17]
which utilizes the Eigen Vector Space Model (EVSM) with
a hierarchical bottom-up clustering. Brie�y, this method
consists in modelling every segment by a Gaussian Mixture
Model (GMM) and then extracting, from each model, a vec-
tor that is re-dimensioned using PCA. Finally, similarity be-
tween two segments is calculated using cosine formula. For
a stronger merging criterion, we add the F0 feature in order
to prevent some false grouped segments. The hierarchical
grouping is done with a complete linkage manner.

2.2 Visage detection
The face detection approach is based on a convolutional
neural architecture, designed to detect and precisely local-
ize highly variable face patterns, in complex real world im-
ages. The system automatically synthesizes simple problem-
speci�c feature extractors from a training set of face and non
face patterns, without making any assumptions or using any
hand-made design concerning the features to extract or the
areas of the face pattern to analyze.

The face detector is designed to locate multiple faces of
20x20 pixel minimum size, rotated up to 20 degrees in im-
age plane and turned up to 60 degrees. Once trained, it acts
like a fast pipeline of simple convolutions and sub sampling
operations, applied at various scaled versions of the original
image, to handle faces of di�erent sizes. This pipeline does
not require any costly local pre-processing. It performs au-
tomatic feature extraction and classi�cation of the extracted
features, in a single integrated scheme. The full process is
implemented via a convolutional neural network architec-
ture, which o�ers the advantage of being trained to auto-
matically derive all parameters, governing feature extraction
and classi�cation. The proposed scheme provides very high
detection rate with a particularly low level of false positives,
demonstrated on di�cult test sets, without requiring the use
of multiple networks for handling di�cult cases.

All details concerning the face detection system can be found
in [6] and [3].

2.3 Costume detection
The �rst step of our costume detection is a face detection, so
as to detect the di�erent possible characters who are present
in the current frame, and their approximate position and
scale. Then, the costume of each character is extracted from
the image according to the location and the scale of his
face. There are many methods for face detection in literature
(see [18] for a review). For our purpose, we have tested two
methods: the classical face detector of OpenCV [12] and our
visage detector (presented in the previous paragraph).

The costumes are extracted according to the localization and
the scale of the detected faces. At the moment, we estimate
the costume by the area under the face. The size of this area
is proportional to the size of the face. In our examples, we
used a width size of 2.3 times the size of the face, and for
the height size a ratio of 2.6. These coe�cients were chosen
experimentally from training images.

However, frame by frame face localization introduces many
false alarms, due to some noise present in the data. Only one
false detection in a frame is enough to involve a false alarm
on costume detection. In order to reduce these false detec-
tions, we must exploit the properties of a video sequence by
using a temporal approach. For each frame, we detect all
the faces independently using a static approach. Then, we
take a temporal window (subsequence) of 2N + 1 frames.
For each candidate face, we count its number of occurrences
in the N previous frames, and in the N next frames. Then,
we keep a candidate face if it appears at least N2 times in
this subsequence. In our application, we took N = 2 (which
leads to a subsequence of 5 frames) and N2 = 4.

We consider that two detected faces in consecutive frames
correspond to the same face if there are roughly at the same
location. The position parameters may slightly vary consid-
ering camera works or character motions. So, a small varia-
tion of these parameters is allowed to take into account these
e�ects. Moreover, to avoid false detections, we consider that
two faces correspond to the same face if the costumes de-
tected from these faces are also identical.

For more details, see [7].



2.4 Audio/video association method
Some recent methods use both audio and video cues for im-
proving person identi�cation ([1], for example). Their goal
is to identify persons using both visual features and speech
recognition with the assumption that the current voice cor-
responds to a visual feature in the frame is made. In real
sequences, this hypothesis is often violated. It is very com-
mon to �nd sequences where the appearing persons do not
speak during many frames (or many shots). Moreover, it is
also usual that the current voice belongs to a person whose
visual feature is not in the current frame.

In our application, we propose to compute co-occurrences
between audio and video indexes, i.e. we determine the
matching between voices and images. This approach is suit-
able to take into account the cases where the usual assump-
tions are not veri�ed. The scale of audio and video indexes
are di�erent, making impossible a direct comparison of the
two indexes. That is why we propose to use a common scale
for audio and video indexes in order to be able to directly
compare them. Using the video frequency, a frame by frame
decomposition of each index is made.

Let na be the number of di�erent voices in the audio index,
and nv the number of di�erent visual persons in the video
index. {Ai}i=1...na and {Vj}j=1...nv are respectively the set
of voices and visual features of all persons. To compute
the intersection matrix between audio and video indexes,
we go through the two indexes, frame by frame. For each
frame, if the voice Ai is heard and the visual person Vj is
present, the number of occurrences mij of the pair (Ai, Vj)
is incremented. Then, we obtain the following matrix:

m =

V1 V2 . . . Vnv

A1

A2

...
Ana

0BBB@
m11 m12 . . . m1nv

m21 m22 . . . m2nv

...
...

...
...

mna1 mna2 . . . mnanv

1CCCA (1)

In this matrix, the value mij means that in all the frames
where the voice Ai is heard, the visual person Vj appears
mij times. Conversely, in all the frames where the person
Vj is present, the voice Ai is heard mij times. To carry
out the fusion, we compute two new matrices, ma and mv,
where the frame numbers are replaced with percentage by
rows and by columns:

ma =

V1 V2 . . . Vnv

A1

A2

...
Ana

0BB@
fa
11 fa

12 . . . fa
1nv

fa
21 fa

22 . . . fa
2nv

. . . . . . . . . . . .
fa

na1 fa
na2 . . . fa

nanv

1CCA 100% (2)

mv =

V1 V2 . . . Vnv

A1

A2

...
Ana

0BB@
fv
11 fv

12 . . . fv
1nv

fv
21 fv

22 . . . fv
2nv

. . . . . . . . . . . .
fv

na1 fv
na2 . . . fv

nanv

1CCA
100%

(3)

Matrix ma gives the probability density of each voice Ai,
whereas mv gives the one of each visual feature Vj . From

these matrices, we de�ne the fusion matrix F , by comput-
ing, for each pair (i, j), a fusion between fa

ij and fv
ij with a

fusion operator like maximum, mean or product. If we note
C(Ai, Vj) the fusion coe�cient between Ai and Vj , expres-
sion of matrix F is given by:

F =

0BB@
C(A1, V1) . . . C(A1, Vnv )
C(A2, V1) . . . C(A2, Vnv )

. . . . . . . . .
C(Ana , V1) . . . C(Ana , Vnv )

1CCA (4)

This matrix F can be directly used to realize the associa-
tion. When the number of voices and visual features is the
same (na = nv), it is read equally by rows or by columns.
For instance, for each row i, we search the column j which
provides the maximum value: then the voice Ai is automat-
ically associated to the visual feature Vj .

For more details about this association, see [4].

3. ENHANCING THE USE OF DETECTION
TOOL WITH AN INTERFACE

We propose a graphical user interface, called ACADI and
implemented during a MUSCLE [11] showcase, to provide a
tool in a veri�cation-aided fashion of the segmentation re-
sults. The segmentation tool produce XML �les as result
(see table 1). Even if XML �les are human readable, the
veri�cation process is a painful task if done manually, as
these �les could contain lot of data. A post-process to sum-
marize results is needed and also a convenient video/audio
player in order to check the segmentation coherency.

<?xml version="1.0"?>
<Segmentation>
<Header>
<Video>/local/CorpusVideo/10052005.mpg</Video>

</Header>
<Body>
<SEGMENT ID="1030">
<COSTUME ID="Character 001">
<ECHANCRURE>echancre</ECHANCRURE>
<MANCHES>inconnu</MANCHES>
<TEXTURE>inconnu</TEXTURE>

</COSTUME>
</SEGMENT>

</Body>
</Segmentation>

Table 1: Annotations results for a video (named
10052005.mpg), the annotations are given for each
frame, here is shown one frame (numbered 1030).

The character list is displayed in sorted appearance dura-
tion order (the main character �rst).The user can select a
character and see the video and audio segmentation statis-
tics related to this character (cf. �gure 1). The segmen-
tation is also displayed and audio/video segments can be
played. Those statistics present the appearance duration
and the speaking duration for a character during the se-
quence. To provide portability among di�erent systems we
used the Gtkmm library for the GUI, and frame access is
managed by an embedded �mpeg player. This one also pro-
vides random frame access. For now we only support mpeg
PS �le format.



Figure 1: Main window of the interface. On the
left the character list, upper right selected character
statistics, bottom right segmentation results.

Oversegmentation, caused by resolution changes, for one ac-
tor can often happen. It results from an actor who appears,
in the segmentation, several times with di�erent labels. This
can be solved manually through the interface. Renaming the
label of several characters with the same name will merge
the segments and thus quickly provide a segmentation with-
out over-segmentation. The interface has been implemented
following a modular conception, the audio/video segmenta-
tion tools are seen as "plug-in" for the interface. In this
way several other treatments can be implemented indepen-
dently, and used inside this interface, once they have been
formatted as "plug-in".

4. CONCLUSIONS
We proposed in this paper a system for automatic associa-
tion and visualization of audio and video indexes, within the
framework of the NoE MUSCLE. This work is based on face
and costume detections in video and speaker segmentation
in audio. Without any a priori knowledge, nor training, we
obtain good results ([4]) which permit to reveal the prin-
cipal interventions of the most signi�cant persons. Thanks
to the interface, it is possible to listen and/or to view one
(or all) intervention(s) of a selected character. We have also
statistics over the speaking time and appearance time of
each character: this application could be used to measure
the audience of a TV program (for example an election).
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